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Mejora del marco de predicción de riesgos para la gestión financiera corporativa 
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ABSTRACT

Risk prediction is crucial in corporate financial management, influencing strategic decision-making, 
investment optimization, and proactive mitigation. Traditional models struggle to handle modern financial 
data’s complexity, nonlinearity, and temporal volatility. To address these limitations, this research 
proposes an advanced, intelligent risk prediction framework based on a Siberian Tiger Optimization-driven 
Temporal Convolutional Neural Network (STO-TCN). The framework is specifically designed to improve 
predictive accuracy, adaptability, and robustness in fluctuating financial environments. Research utilizes 
a comprehensive dataset comprising publicly available corporate financial statements, stock exchange 
disclosures, and macroeconomic indicators across diverse industry sectors. To enhance data integrity and 
model performance, two preprocessing techniques were applied: z-score standardization to ensure uniform 
data scaling and outlier detection to minimize the distortion caused by anomalous data entries. The TCN 
component effectively captures sequential patterns in financial time-series data, while the STO algorithm 
optimizes model hyperparameters and network weights, accelerating convergence and reducing overfitting. 
Experimental results demonstrate that the STO-TCN framework significantly outperforms traditional 
models with an accuracy of 0,9844, particularly in highly dynamic market scenarios using Python. This 
predictive framework offers a scalable and adaptive solution for corporate financial risk assessment, with 
practical applications in investment planning, regulatory compliance, financial governance, and enterprise 
sustainability. Further investigation incorporates real-time data streams and evaluates performance in small 
and medium-sized enterprises (SMEs) to broaden its applicability.

Keywords: Temporal Convolutional Neural Network (TCN); Siberian Tiger Optimization (STO); Risk Prediction; 
Temporal Volatility; Financial Time-Series.
 
RESUMEN

La predicción de riesgos es fundamental en la gestión financiera corporativa, ya que influye en la toma de 
decisiones estratégicas, la optimización de las inversiones y la mitigación proactiva. Los modelos tradicionales
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tienen dificultades para gestionar la complejidad, la no linealidad y la volatilidad temporal de los datos 
financieros modernos. Para abordar estas limitaciones, esta investigación propone un marco avanzado e 
inteligente de predicción de riesgos basado en una red neuronal convolucional temporal impulsada por 
la optimización del tigre siberiano (STO-TCN). El marco está diseñado específicamente para mejorar la 
precisión predictiva, la adaptabilidad y la solidez en entornos financieros fluctuantes. La investigación utiliza 
un conjunto de datos completo que comprende estados financieros corporativos disponibles públicamente, 
divulgaciones bursátiles e indicadores macroeconómicos de diversos sectores industriales. Para mejorar la 
integridad de los datos y el rendimiento del modelo, se aplicaron dos técnicas de preprocesamiento: la 
estandarización de la puntuación z para garantizar una escala de datos uniforme y la detección de valores 
atípicos para minimizar la distorsión causada por entradas de datos anómalas. El componente TCN captura 
eficazmente los patrones secuenciales en los datos de series temporales financieras, mientras que el algoritmo 
STO optimiza los hiperparámetros del modelo y los pesos de la red, acelerando la convergencia y reduciendo el 
sobreajuste. Los resultados experimentales demuestran que el marco STO-TCN supera significativamente a los 
modelos tradicionales con una precisión de 0,9844, especialmente en escenarios de mercado muy dinámicos 
utilizando Python. Este marco predictivo ofrece una solución escalable y adaptable para la evaluación del 
riesgo financiero corporativo, con aplicaciones prácticas en la planificación de inversiones, el cumplimiento 
normativo, la gobernanza financiera y la sostenibilidad empresarial. Investigaciones adicionales incorporan 
flujos de datos en tiempo real y evalúan el rendimiento en pequeñas y medianas empresas (pymes) para 
ampliar su aplicabilidad.

Palabras clave: Red Neuronal Convolucional Temporal (TCN); Optimización del Tigre Siberiano (STO); 
Predicción de Riesgos; Volatilidad Temporal; Series Temporales Financieras.

INTRODUCTION
The Corporate financial management (CFM) is crucial for an organization’s long-term growth, stability, and 

financial well-being. It involves strategic planning, organizing, directing, and regulating financial activities, like 
capital investment, budgeting, forecasting, risk assessment, and financial reporting, to optimize shareholder 
value while preserving financial flexibility.(1,2,3) In a competitive global economy, firms face financial challenges 
such as market volatility, interest rate fluctuations, currency risks, inflation, credit constraints, and unexpected 
disasters.(4,5,6,7) Proactive financial management involves anticipating and preparing for potential risks, as 
reactive solutions are equally important.(2,8,9,10) These risks have the potential to impair long-term growth, 
threaten business continuity, and undermine corporate performance if not properly anticipated and managed. 
For CFM, it is therefore imperative to build precise and accurate risk prediction frameworks.(3,11,12) Statistical 
and rule-based models have been the mainstay of financial risk assessment for many years. When using big, 
complex, and non-linear financial datasets, these models are typically constrained, despite the fact that they 
are frequently simple and easy to use.(13,14,15) The hidden links and deeper patterns found in actual financial data 
could be missed by them.(4,16,17)

The research investigates the link between Corporate Financial Program (CFP) and Corporate Social 
Responsibility (CSR), focusing on the impact of corporate environmental sustainability (CES) and CSR on CFP.
(5) It offers practical suggestions for improving corporate performance and long-term development in Vietnam, 
but its limited data cloud and novelty of CSR activities may hinder its comprehensive representation. Research 
examines the impact of ownership structure on the financial performance of 146 manufacturing firms listed 
on the Pakistan Stock Exchange between 2003 and 2012.(6) It uses agency theory to analyze ownership across 
government, institutional, insider, and global shareholdings. Tobin’s Q, market-to-book ratio, return on equity, 
and return on assets are used as stand-ins. The research is limited to manufacturing companies and cannot be 
applied to other industries. Research algorithm investigates the link between corporate financial performance 
and environmental, social, and governance factors.(7,18,19) It found that environmental, social, and governance 
(ESG) factors positively affect business profitability, especially for larger companies. However, it also highlighted 
potential irregularities in ESG evaluation due to adverse environmental scores and firm size bias. The research 
uses Altman’s Z-score and Beneish M-score to evaluate corporate earnings management.(8,20) It reveals a 
significant correlation between financial distress and earnings manipulation, with companies distorting earnings 
to maintain competitiveness and credibility. The findings could be beneficial for regulators, policymakers, and 
state authorities but cannot cover all financial instability or earnings manipulation in different industries.

Research Objective
Using an STO-TCN, this research aims to create an intelligent risk prediction system. The goal is to improve 

predicting accuracy, adaptability, and resilience in ever-changing corporate finance contexts.
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Research Organization 
The research was structured in four phases. Phase 1 addresses the introduction and related work, phase 

2 presents the methodology, phase 3 explains the result and discussion, and phase 4 provides the conclusion. 

METHOD
The proposed approach combines STO with a TCN to enhance risk prediction accuracy and flexibility. It uses 

Z-score standardization and outlier identification for financial data preprocessing, and dynamically modifies 
TCN’s weights and hyperparameters to maximize performance across significant assessment criteria. Figure 1 
presents the overview of the research.

Figure 1. Methodological design

Data collection 
Key macroeconomic and financial data from multiple companies in a variety of industry sectors are included 

in this data collection. The data set was collected from the kaggle score (https://www.kaggle.com/datasets/
zoya77/corporate-financial-risk-assessment-dataset). The dataset includes both external economic variables 
and corporate accounting data, providing a comprehensive overview of a company’s financial status. It aims 
to evaluate and forecast financial risk associated with every business, providing data-driven insights into how 
external and internal factors impact company viability. 

Data Preprocessing
Preprocessing is performed before model training to maintain data quality and consistency, normalizing 

financial feature scales with Z-score standardization, and using outlier detection methods to remove potential 
skew points. These performance improvements have made the STO-TCN structure more reliable and efficient.

Z-score standardization
The Z-score normalization is a crucial method, which uses the mean value (μ) and standard deviation 

value  of data to standardize input features, and is crucial for financial risk prediction. Ensuring consistency 
and comparability across different datasets, like macroeconomic indicators and firm financial statements, is 
particularly helpful when the minimum and maximum values of financial data are not known or highly changing. 
Pnwe denotes the normalized value, and P is the original data value illustared in equation (1). 
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Outlier detection
Outlier detection is crucial in financial data analysis, particularly for assessing CFM risk. Outliers can reduce 

model reliability and conclusions due to deviations from norms, data entry errors, or market changes, which 
can impact the accuracy of the data. By eliminating or managing these anomalies, time-series data pattern 
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recognition is improved, leading to better financial decisions. Clear and consistent data improves the accuracy 
and stability of learning techniques and makes it easier to plan investments, decrease risk, and manage finances 
in dynamic market environments.

Risk Prediction Framework for Corporate Financial Management Using STO-TCN
The hybrid STO-TCN method that has been proposed combines STO for dynamic hyperparameter tuning with 

TCN for capturing intricate financial time-series patterns. In unstable corporate finance contexts, this synergy 
improves prediction accuracy, adaptability, and resilience.

Temporal Convolutional Neural Network (TCN)
Stock trends, corporate financial statements, and macroeconomic indicators are examples of sequential 

financial data that TCN uses as inputs. For 0 < s ≤ S, the input feature vector, denoted by ys ∈REq, is used at 
time step s. The financial risk classes are provided by xs ∈ {1,...,D}, which gives the true label. The encoder 
employs 1D filters for p convolutional layers to understand input sequences’ temporal dynamics. The biases 
vector a^((p)) and the tensor V(p) are parameterized for each layer, with c being the filter time and p ranging 
from 1,...,p. At time s, the unnormalized activation F ̂s(p)∈REp is calculated.
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In equation (2), F(p-1)∈REp-1×Sp-1 represents the output activation matrix from the previous layer, containing 
Ep-1 feature channels over Sp-1 time step. The non-linear activation function (∙) is a Leaky Rectified Linear Unit 
(Leaky ReLU), applied element-wise at each time step (s). This formulation supports real-time insights in CFM 
by allowing the model to derive dynamic risk patterns from previous information. With the time resolution Sp= 
1/2 Sp-1, 1D Max pooling with width 2 should be used after each layer to shorten the sequence and concentrate 
on the most prominent temporal patterns presented in equation (3). Channel-wise normalization comes next, 
where the pooled activation vector F ̂s

p is normalized by the largest response at that time step, and n =F ̂j,s
(p)  is 

utilized with some epsilon ϵ= 1E-5 to avoid decision by zero:
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The decoder employs upsampling for frame-level risk prediction in CFM applications, repeating temporal 
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Several other strategies were investigated, including the use of various convolutional layer layouts, the 
inclusion of skip connections between layers, and different normalization schemes. The proposed structure 
performed better overall in capturing the dynamics of financial risk after a thorough empirical test in the 
context of CFM.

Siberian Tiger Optimization (STO)
An algorithm for bio-inspired metaheuristic optimization called STO simulates the cunning hunting and 

territorial behaviors of Siberian tigers. STO is a powerful optimization tool for CFM applications, particularly 
in predicting financial risk. It is used to optimize critical components of a proposed framework, with each ST 
corresponding to a key model parameter setting. The population of solutions is structured into a matrix, as 
shown in equation (5).
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To improve risk prediction in CFM, m is the number of potential solutions, and n is the number of parameters 
being optimized. 
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In equation (6), the ith parameter’s lower and upper bounds are indicated by QAi and VAi, respectively, and 
αj,i is a random number between 0 and 1. The robustness of the optimization process is improved and variety in 
the search space is ensured by this initialization. The effectiveness of each solution in forecasting financial risk 
is measured by an objective function, such as enhancing classification accuracy or reducing forecasting error. 
For every solution, the objective values are saved as in equation (7):
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In the context of CFM, Pj stands for the jth configuration’s performance. There are two main phases to the 
optimization process. According to their objective values, each tiger chooses a subset of superior solutions 
during the prey-hunting phase in equation (8):
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Where the best-performing option at the moment is Za. Out of this subset, a target solution Sj is selected 
at random, and the current solution’s position changes using:
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In equation (9), adaptive control begins the search process by assigning βj,i a value of either 1 or 2. The 

proposed approach integrates the STO algorithm into the risk prediction framework, improving generalization, 
convergence, and accuracy, promoting financial stability and organizational growth through improved decision-
making and proactive risk mitigation techniques. The hybrid STO-TCN framework improves prediction accuracy, 
convergence speed, and adaptability in volatile financial environments by combining STO for dynamic parameter 
modification with TCN for temporal financial patterns. This results in a strong, real-time corporate financial risk 
management system.

RESULTS
The STO-TCN model’s implementation (Python 3.10) was tested on corporate financial datasets, revealing 

complex sequential patterns in financial time-series data. The STO technique dynamically modified the model 
for improved learning efficiency, offering a scalable solution for real-world financial risk prediction and notable 
flexibility in changing markets.

Evaluation Metrics
The STO-TCN algorithm for intelligent financial risk prediction was assessed using metrics. The model 

showed developments in predictive performance, robustness, and computational efficiency in response to data 
imbalance compared to Backpropagation-aided Neural Network for Optimal Risk Prediction (ORP-BNN)(9) and 
Synthetic Minority Over-sampling and Edited Nearest Neighbors (SMOTE-ENN) and Natural Gradient Boosting 
(NGBoost (SMOTE-ENN)).(10)

Prediction rate: table 1 and figure 2 show the prediction rate, which measures the percentage of correct 
predictions out of the total number of forecasts made by the model, especially in the prediction of financial 
risk. A higher prediction rate would indicate a more precise recognition of risk patterns, such as investment 
volatility, market downturn, or credit default, which is crucial for assessing the performance of the STO-TCN 
algorithm in actual financial situations.

Imbalance detection: imbalance detection in financial risk prediction envolved analyzing the distribution 
of classes within a dataset. Disparities in imbalance percentages can indicate a distorted dataset, potentially 
skewing the model towards the majority class and limiting its ability to identify uncommon instances; the 
results are demonstrated in table 1 and figure 2.

Table 1. Comparison of proposed STO-TCN and existing model

Model ORP-BNN(9) STO-TCN (Proposed)

Prediction rate 0,7489 0,8577

Imbalance detection (%) 95,815 97,431

Computing time (min) 10,88 8,70

Model overhead (min) 3,905 2,88

 5    Tiwary A, et al

https://doi.org/10.62486/agma2025178 ISSN: 3046-4048

https://doi.org/10.62486/agma2025178


https://doi.org/10.62486/agma2025178

Computing time and Model overhead (Min): the STO-TCN model’s training and prediction time are compared 
in computing time, indicating its effectiveness in changing economic circumstances. Model overhead refers 
to additional processing time for tasks like hyperparameter tuning and data pretreatment optimization. 
Implementing data cleaning, STO-TCN, and hyperparameter tuning improves accuracy without undue delay, as 
shown in table 1 and figure 3.

Figure 2. Assessment of Prediction rate and Imbalance detection

Figure 3. Evaluation of computing time (min) and Model overhead (min)

Figure 4. Analysis of accuracy and F1-Score
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Accuracy and F1-score: accuracy measures the percentage of true predictions; it shows how reliable the 
model is overall for determining financial risk levels across a range of scenarios. The F1-score is a balanced 
evaluation that ensures the model performs well in infrequent instances of high risk. It is a harmonic mean of 
recall and precisión,as presented in figure 4.

Precision and Recall: precision evaluates how well a model identifies real risks, minimizing false alarms by 
correctly recognizing real financial hazards without incorrectly labeling stable environments as risky. A key 
aspect of a model’s capacity to accurately forecast positive situations is recall, in which the model records 
the highest proportion of real risk occurrences and lowers the risk that it would overlook important financial 
threats, as demonstrated in figure 5.

Figure 5. Estimation of precision and recall

DISCUSSION
The ORP-BNN model,(9) despite its potential for dynamic corporate financial environments, has several 

drawbacks.(21,22) These include potential overfitting, a linear structure that doesn’t accurately represent financial 
system complexity, lack of transparency, and underperformance compared to ensemble methods. NGBoost’s 
black-box nature reduces interpretability and may oversimplify complex financial conditions.(23,24) The SMOTE-
ENN and NGBoost-based(10) (Accuracy (0,9718), preicision (0,9712), recall (0,9707), f1-score (0,9708)) financial 
risk prediction models also have drawbacks, contain risk overfitting, synthetic noise, reliance on historical data, 
limited generalizability across industries, and exclusion of macroeconomic and qualitative factors. The STO-
TCN model uses the TCN component to predict corporate financial risk, capturing temporal and nonlinear data 
dynamics. It speeds up convergence, reduces overfitting, and improves data quality and model dependability.(25,26)

CONCLUSIONS
Using a STO-TCN, he research suggests a risk forcasting framework for examining the complexity and volatility 

of modern financial data. The TCN component detects sequential dependencies in financial time-series data, 
while the STO method dynamically modifies network weights and hyperparameters. A comprehensive dataset of 
stock market disclosures, macroeconomic variables, and corporate financial statements from several industries 
was used to assess the system, enabling robust time-series analysis and financial risk forecasting. The proposed 
STO-TCN algorithm outperforms traditional predictive models, especially in dynamic market conditions, 
including imbalance detection of 97,431, recall of 0,9813, computing time of 8,70 min, model overhead of 2,88 
min, accuracy of 0,9844, prediction rate of 0,8577, precision of 0,9824, and F1-score of 0,9812. The research 
has limitations due to historical data and financial disclosures, but future expansion utilize real-time data for 
risk monitoring, SMEs, investment planning, regulatory compliance, and corporate sustainability.
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