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Mejorar la eficiencia de la gestión financiera mediante modelos de predicción 
avanzados y estrategias de toma de decisiones basadas en datos
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ABSTRACT

Efficient financial management depends on the ability to precisely forecast financial risks, frequently 
insolvency, which directly impacts strategic planning and resource allocation. However, many existing 
prediction models struggle to process complex, multivariate financial data, which limits their efficiency in 
presenting actionable understanding for proactive decision-making. To address this challenge, this research 
offers an advanced predictive modeling framework based on the Intelligent Grey Wolf Optimized Deep Residual 
Neural Network (IGWO-DRNN), which incorporates deep learning (DL) with nature-inspired optimization to 
improve insolvency prediction and financial management efficacy. The research initiates with comprehensive 
data preprocessing, including normalization. Independent Component Analysis (ICA) is working for feature 
extraction, modifying complex financial variables into numerically independent components to uncover 
hidden patterns within the data. The predictive core is the IGWO-DRNN, incorporating the learning ability 
of deep residual networks with the global optimization strength of the Intelligent Grey Wolf Optimizer 
(IGWO) to efficiently model nonlinear relationships within financial datasets and avoid local minima during 
training. The entire implementation is created in Python and its machine-learning (ML) libraries, certifying 
computational flexibility and scalability. The proposed IGWO-DRNN model achieves a high R² (0,498) with 
reduced MSE (0,014), MAE (0,078), and RMSE (0,120). The IGWO-DRNN cruciallyimproves both predictive 
accuracy and computational efficiency. This intelligent framework contributes modern financial management 
by enabling timely, reliable, and data-driven forecasts, supporting proactive risk mitigation and strategic 
decision-making.

Keywords: Financial Risk Forecasting; Deep Residual Neural Network (DRNN); Intelligent Grey Wolf Optimizer 
(IGWO); Independent Component Analysis (ICA); Finance; Predictive Financial Analytics.

RESUMEN

Una gestión financiera eficiente depende de la capacidad de pronosticar con precisión los riesgos financieros, 
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a menudo la insolvencia, lo que repercute directamente en la planificación estratégica y la asignación de 
recursos. Sin embargo, muchos de los modelos de predicción existentes tienen dificultades para procesar 
datos financieros complejos y multivariantes, lo que limita su eficacia a la hora de presentar información útil 
para la toma de decisiones proactiva. Para abordar este reto, esta investigación ofrece un marco avanzado de 
modelización predictiva basado en la red neuronal residual profunda optimizada por el lobo gris inteligente 
(IGWO-DRNN), que incorpora el aprendizaje profundo (DL) con la optimización inspirada en la naturaleza 
para mejorar la predicción de la insolvencia y la eficacia de la gestión financiera. La investigación comienza 
con un preprocesamiento exhaustivo de los datos, incluida la normalización. El análisis de componentes 
independientes (ICA) se utiliza para la extracción de características, modificando variables financieras 
complejas en componentes numéricamente independientes para descubrir patrones ocultos dentro de 
los datos. El núcleo predictivo es la IGWO-DRNN, que incorpora la capacidad de aprendizaje de las redes 
residuales profundas con la fuerza de optimización global del optimizador inteligente Grey Wolf (IGWO) para 
modelar de manera eficiente las relaciones no lineales dentro de los conjuntos de datos financieros y evitar 
mínimos locales durante el entrenamiento. Toda la implementación se ha creado en Python y sus bibliotecas 
de aprendizaje automático (ML), lo que garantiza la flexibilidad y la escalabilidad computacional. El modelo 
IGWO-DRNN propuesto alcanza un alto R² (0,498) con una reducción del MSE (0,014), el MAE (0,078) y el 
RMSE (0,120). El IGWO-DRNN mejora de manera crucial tanto la precisión predictiva como la eficiencia 
computacional. Este marco inteligente contribuye a la gestión financiera moderna al permitir previsiones 
oportunas, fiables y basadas en datos, lo que favorece la mitigación proactiva de riesgos y la toma de 
decisiones estratégicas.

Palabras clave: Previsión de Riesgos Financieros; Red Neuronal Residual Profunda (DRNN); Optimizador 
Inteligente de Lobo Gris (IGWO); Análisis de Componentes Independientes (ICA); Finanzas; Análisis Financiero 
Predictivo.

INTRODUCTION
Financial risk forecasting represents one of the main effective financial management activities performed 

in strategic planning and resource allocation. A capability to view insolvency risks facilitates decisions and 
guarantees sustainability, especially in uncertain economic conditions where uncertainties pose significant 
barriers to organizations.(1) Many aspects of financial management, like risk evaluation, fraud prevention, 
individualized bond plans, and credit risk management, are leveraging these technologies. The traditional 
prediction models have deficits in managing these difficult and multivariate data sets, these challenges hinder 
their ability to extract actionable insights that can be utilized by existing risk management requirements. 
Nowadays, more efforts are being set into sophisticated methodologies to address these issues and offer more 
reliability in forecasting.(2) Big data analysis, blockchain, artificial intelligence (AI), and machine learning are 
some of the sophisticated analytical techniques that allow companies to maximize investment strategies, 
ensure regulatory compliance, and quickly detect potential financial threats. Such technological advancements 
are giving decision-makers better and more useful information, which is revolutionize transform the financial 
management sector. However, it also presents obstacles, such as the necessity for financial security against 
cyberattacks, as well as the complexities of service delivery and competitiveness.(3) Deep learning approaches 
address the challenges, such as the vanishing gradient problem, making deep layers easy to train. It’s specially 
personalized for financial forecasting as they help represent complex relationships, providing a strong platform 
for obtaining greater accuracy in financial risk prediction and ensuring sound decision-making.(4)

Advanced analytical methods allow for the detection of obscured patterns within complex financial variables. 
Its ability helps facilitate deeper understanding of financial system dependencies, allowing for better forecasting 
and risk assessment. These outcomes support better controls in strategic planning and enhance reactions to 
financial uncertainties with involatile markets.(5) The integration of intelligent optimization methodologies with 
advanced neural designs enhances forecasting strength and decision-making. These systems enable organizations 
to conduct prompt risk analysis and achieve precise forecasting, enhancing resilience and adaptability in money 
management amidst fluctuating market conditions and emerging challenges.(6) The former procedures typically 
had trouble identifying nonlinear interactions and concealed structures in financial information. 

An adapted random forest (RF) financial model increased risk identification and early warning for electronic 
manufacturing companies.(7) By pruning for overfitting prevention, synthetic minority over sampling to negate 
bias, and a prediction index system, the model became more accurate and was recognized. The in-depth 
focus on specific indicators like cash flow and income, however, limits broader application. DR-Z2AN enhanced 
financial management forecasting and was investigated by integrating dual-RNN, multi-head attention, 
and tri-channel attention for improved generalization and feature extraction.(8) The model made precise 
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predictions with less error and greater interpretability relies on the quality of the data and demanded a 
lot of computational resources.The combination of network analysis and machine learning (Ml) improved the 
prediction of financial distress by utilizing similarity and correlation networks, net-centric feature extraction, 
and community detection.(9) The method was better at predictive accuracy, particularly with the utilized of 
similarity network features,. To enhance financial forecasts, the Autoregressive Integrated Moving Average 
(ARIMA), Vector Autoregression (VAR), and Generalized Autoregressive Conditional Heteroskedasticity (GARCH) 
models were explored.(10) ARIMA performedbest in forecasting stock returns, VAR utilized past data efficiently, 
and GARCH measured market volatility. 

The Adaptive Whale Optimization Algorithm (AWOA-DL) model forecasts financial distress by optimizing 
deep neural network (DNN) hyperparameters were investigated.(11) Deployed in preprocessing, hyperparameter 
optimization, and prediction stages, it proved more accurate than alternative approaches. The combined use 
of the Internet of Things (IoT) with Artificial Intelligence (AI) enhanced financial management of risks and 
stability.(12)  By applying a Coevolutionary multi-paradigm framework, the research emphasized institutional 
flexibility and strong mechanisms. 

Challenges, however, arrived in the form of differential institutional support as well as the necessity of 
standardized policies for successful integration. The research creates a competent predictive framework for 
predicting insolvency based on the IGWO-DRNN. An optimal predictive framework for forecasting will be made 
possible by using Independent Component Analysis and improving predictive accuracy, computational power, 
and resourcing in risk events processes.

METHOD
The approach begins with gathering data from corporate insolvency databases and financial reports, and 

then preprocessing the data using normalization techniques. To find hidden patterns in the data, ICA is used for 
feature extraction. To improve learning and prediction, the IGWO-DRNN is combined with the basic prediction 
model. Figure 1 shows the proposed approach.

Figure 1. Methodology framework

Data collection
The Financial Insolvency Forecast Dataset was collected from open-source Kaggle. The data set is applied to 

sophisticated financial risk modeling, with a view to forecasting firm insolvency. It has 5120 observations with 
critical financial metrics such as assets, liabilities, profit margins, and cash flow. The target variable (Insolvency 
Status) classifies entities as solvent or insolvent.

 3    Goel P, et al

https://doi.org/10.62486/agma2025162 ISSN: 3046-4048

https://doi.org/10.62486/agma2025162


https://doi.org/10.62486/agma2025162

Source: https://www.kaggle.com/datasets/programmer3/financial-insolvency-forecast-dataset

Data preprocessing 
Preprocessing cleans and structures financial variables to maintain consistency and enhance the quality of 

analysis. It makes inputs suitable for sophisticated modeling, leading to better predictions and decision-making.

z-score normalization
Financial information is standardized at preparation time by using this normalization, which scales by 

standard deviation and centers values about the mean. Apart from enhancing model convergence speed, this 
guarantees feature contribution consistency. The model normalizes input based on the utilization of the z-score 
in equation (1).

𝑧𝑧(𝑖𝑖𝑖𝑖) = 𝑎𝑎(𝑖𝑖𝑖𝑖)−𝜇𝜇
𝜎𝜎        (1) 

 

𝑥𝑥 = 𝐴𝐴. 𝑠𝑠    (2) 
 

𝑥𝑥𝑜𝑜 = 𝜎𝜎(𝑥𝑥 ∗ 𝑤𝑤𝑠𝑠 + 𝑏𝑏𝑠𝑠)    (3) 

𝑉𝑉𝑉𝑉𝑉𝑉 = 𝑊𝑊0. 𝐴𝐴𝐴𝐴(𝑉𝑉𝑉𝑉𝑉𝑉(𝑥𝑥𝑛𝑛)) + 𝑏𝑏𝑜𝑜    (4) 

 

𝑥𝑥𝑘𝑘 = 𝑅𝑅𝑐𝑐 (𝑘𝑘)(𝑥𝑥(𝑘𝑘−1))     (5) 

 

𝑥𝑥 𝑖𝑖
(𝑘𝑘−1) = 𝜎𝜎(𝑥𝑥𝑖𝑖−1

(𝑘𝑘−1) ∗ 𝑤𝑤𝑖𝑖
𝑘𝑘 + 𝑏𝑏𝑖𝑖

(𝑘𝑘)), 𝑥𝑥(𝑘𝑘) = 𝜎𝜎(𝑥𝑥𝑞𝑞𝑘𝑘 
(𝑘𝑘−1) ∗ 𝑤𝑤𝑞𝑞𝑘𝑘

(𝑘𝑘) + 𝑥𝑥(𝑘𝑘−1) +
𝑏𝑏𝑞𝑞𝑘𝑘)   (6) 

 

𝐷𝐷 = |𝐶𝐶. 𝑋𝑋𝑝𝑝(𝑡𝑡) − 𝑋𝑋(𝑡𝑡)|, 𝑋𝑋(𝑡𝑡 + 1) = 𝑋𝑋𝑝𝑝(𝑡𝑡) − 𝐴𝐴. 𝐷𝐷   (7) 

 

𝑦𝑦𝑖𝑖,𝑖𝑖 = 𝑙𝑙𝑏𝑏 + 𝑧𝑧𝑖𝑖,𝑖𝑖. (𝑢𝑢𝑏𝑏 − 𝑙𝑙𝑏𝑏), 𝑥𝑥𝑖𝑖,𝑖𝑖+1 = {𝑣𝑣. 𝑥𝑥𝑖𝑖,𝑖𝑖 + 𝑟𝑟𝑎𝑎𝑛𝑛𝑟𝑟()
𝑁𝑁 ,        𝑖𝑖𝑖𝑖 0 ≤ 𝑤𝑤𝑖𝑖,𝑖𝑖+1 ≤ 0,5 𝑣𝑣. (1 − 𝑤𝑤𝑖𝑖,𝑖𝑖) +

𝑟𝑟𝑎𝑎𝑛𝑛𝑟𝑟()
𝑁𝑁 , 𝑖𝑖𝑖𝑖 0,5 ≤ 𝑤𝑤𝑖𝑖,𝑖𝑖+1 ≤ 1   (8) 

 
 

Where (μ) is a mean and (σ)enhance data consistency and prediction accuracy. Z-score normalization scales 
inputs to a mean of zero and a standard deviation of one, thereby enhancing pattern detection and prediction 
accuracy. Preprocessing is critical to the improved performance of the IGWO-DRNN framework in financial risk 
forecasting.

Feature extraction using Independent Component Analysis (ICA)
To extract statistically independent components in multivariate financial data, ICA is used. In complex 

insolvency prediction situations, ICA enhances feature quality by stripping redundancy and separating 
underlying structures, enabling the proposed model to capture hidden patterns more accurately and enhance 
prediction accuracy. For improving insolvency risk prediction use ICA for robust feature extraction. ICA converts 
multivariate financial inputs (x) into statistically independent components (s) as per equation (2).
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Where A is the mixing matrix used to decomposition uncoverslatent patterns and dependencies, reducing 
complex datasets to obtain clean, independent representations. By applying ICA ensure careful data preparation, 
improving the performance and predictive accuracy of the proposed method for predicting finances appropriately.

Intelligent Grey Wolf Optimized Deep Residual Neural Network (IGWO-DRNN)
The IGWO-DRNN combines the optimization of the IGWO and the capacity for DL from DRNN. It accurately 

captures nonlinear relationships in finance can escape local minima, and enhances predictive performance, 
therefore, it is the most effective for predicting insolvency risk.

Deep Residual Neural Network (DRNN)
To improve the financial risk forecasting potential, the DRNN has been tuned to connect the challenge of the 

complexity of multivariate financial variables. Through the use of shortcut connections and the Rectified Linear 
Unit (ReLU) activation function, σ(x):=max(x,0),x∈R, the DRNN aims to learn indirect nonlinear interactions, 
conducting precise and robust financial risk modeling while avoiding pitfalls, such as vanishing gradients during 
training. The network operations are described by the following equations (3) and (4).
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Where ws and bs are parameters for the input sampling layer, Wo and bo specify the output layer, and AP is a 
global average pooling operation to pool features. Residual blocks in the DRNN are given by equation (5).
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The formulation provides comprehensive modeling of financial risk in the context of the DRNN framework 
providing expected value forecasts to inform proactive and strategic financial decision-making. DRNN excels 
in forecasting financial risks, being able to successfully model non-linear relationships between the complex 
nature of financial variables. Its robustness meansreliability leading to accurate insolvency forecasts that Foster 
improvement in financial management by improving proactive risk avoidance and strategic decision-making.

Grey Wolf Optimization (GWO)   
The algorithm, which developed based on the hunting strategy and group hierarchical structure of grey wolves 

could be applied to optimize the DRNN’s parameters. Since the GWO ensures global optimum convergence, it 
can reliably iteratively adjust the parameters so that the model can identify intricate financial trends to 
predict insolvency. The method for position update from GWO is represented by equation (7).
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X(t) represents the prey’s location, c and a as coefficient vectors, and d as the distance to the pursuing 
creature. Systematic optimization indicated a better perception of nonlinear structure in the financial datasets, 
which led to a better predictive capacity of the framework.

Intelligent Grey Wolf Optimization (IGWO)
The optimization is an extension of GWO in that it uses chaotic tent mapping to generate better initializations 

of the wolf pack, which leads to well-distributed diversity in the search space and reducing the risk of premature 
converge to local minima. IGWO fine-tunes the parameter search for DRNN to improve expected reliability and 
accuracy in insolvency risk forecasting. IGWO’s improvement to the update position in GWO uses geocentric 
chaotic mapping as is indicated in equation (8).
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 Here, lb and ub define the limits of the search space, υ is a control parameter, and y_(i,j) is the chaotic 
sequence. IGWO showed a good ability to search globally, avoiding local minima and greatly increasing prediction 
accuracy in instances involving complicated financial data.

The advanced scheme maximizes the search space in parameter tuning to achieve greater predictive accuracy 
and efficiency of the IGWO-DRNN system for use in the field of financial forecasting.

RESULTS AND DISCUSSION
The experimental setup was conducted using Python 3.9 on Windows 10. The section evaluates the proposed 

model using performance metrics, including Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), Mean 
Squared Error (MSE), and R-squared (R²).(14,15)

Comparison phase
In the section, key performance measures, including MAE, MSE, and RMSE, accompanied by better R², are 

compared between the IGWO-DRNN model along with Convolutional Neural Network -Long Short-Term Memory 
(CNN-LSTM).(13) It indicates the immense capability of IGWO-DRNN in modeling complex financial trends better.

MSE
It is a typical measure used to determine the average squared difference between the expected and actual 

values; this shows the correctness of the predicted model. The lower MSE values highlight how the IGWO-DRNN 
disciplines the minimization of the errors and acts as an effective approach for predicting financial risks.(16,17)

RMSE
It quantifies the squareroot of the average squared differences between forecast and actual values, which 

represents prediction accuracy. Lower RMSE values confirm that the IGWO-DRNN model was well able to reduce 
errors and precisely capture financial trends. Figure 2 illustrates the performance of CNN-LSTM(13) and IGWO-
DRNN models.
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Figure 2. Comparison of MSE and RMSE Prediction models

MSE and RMSE graph demonstrates the performance comparison between the IGWO-DRNN model and CNN-
LSTM,(13) displaying that IGWO-DRNN achieved a lower MSE of 0,014 and RMSE of 0,120. The values highlight the 
IGWO-DRNN’s higher accuracy in financial risk prediction, significantly reducing prediction errors.

MAE
It computes the median of the sum of variations between real and predicted values to estimate the overall 

accuracy of the model. The IGWO-DRNN model’s lower MAE reflects its higher ability to yield accurate financial 
risk estimastes.(18) Figure 3 presents a comparison of MAE performances of the CNN-LSTM and IGWO-DRNN.

Figure 3. MAE comparison between IGWO-DRNN and CNN-LSTM Models

MAE graph shows the performance of CNN-LSTM compared to that of IGWO-DRNN, for which IGWO-DRNN 
has a reduced MAE of 0,078 compared to CNN-LSTM(13) at 0,095. The reduction shows the improvement in the 
precision of the IGWO-DRNN model in predicting financial risk. The results show its applicability in minimizing 
overall error in the prediction process.

R²
It measures the capacity of the model to predict and explain actual values accurately. The higher R² in 

the IGWO-DRNN model reflects its greater capacity to detect complex financial trends and increase forecast 
credibility.(19,20) Figure 4 shows the comparison of the R² performance of CNN-LSTM with IGWO-DRNN.
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Figure 4. R² Evaluation Highlighting IGWO-DRNN’s Predictive Superiority

The R²graph determines that IGWO-DRNN accomplished a higher R² value of 0,498 associated with CNN-
LSTM,(13) signifying its improved capability to clarify variance. This highlights the model’s efficiency in capturing 
complex financial relationships and distributing accurate predictions.(21,22)

Table 1. Performance metrics Comparsion

Model MSE MAE RMSE R²

CNN-LSTM(13) 0,020 0,095 0,141 0,411

IGWO-DRNN (Proposed) 0,014 0,078 0,120 0,498

The table 1 presents IGWO-DRNN’s superior performance over CNN-LSTM, with lesser MSE (0,014), MAE 
(0,078), and RMSE (0,120), as well as a higher R² (0,498). All these measures show IGWO-DRNN’s enhanced 
accuracy and effectiveness in forecasting financial risk.(23,24)

Confusion matrix
It is a performance evaluation tool that offers the distribution of prediction consequences. It highlights 

the IGWO-DRNN model’s classification accuracy in financial risk forecasting.Here, true negatives (TN), false 
negatives (FN), false positives (FP), and true positives (TP).(25,26) Figure 5 represents the confusión matrix 
regarding classification.

Figure 5. Confusion matrix for IGWO-DRNN Classification

The graph presents the performance of the IGWO-DRNN model: 4220 TN, 900 TP, 12 FP, and 54 FN, which 
indicates high classification accuracy. The plot illustrates the ability of the model to effectively minimize 
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misclassifications.(27,28) The performance results show that the IGWO-DRNN model is superior in terms of 
predictive and classification accuracy to CNN-LSTM, with better accuracy in all the measures. Its ability to 
identify complex financial patterns and provide reliable predictions for managing the risk of insolvency.(29)

CONCLUSIONS
To improve insolvency prediction and efficacy in financial management with the aid of IGWO-DRNN. Financial 

datasets were preprocessed by preserving data consistency through operations such as normalization. ICA was 
utilized in feature extraction, reducing intricate variables to statistically independent factors. The IGWO-
DRNN model integrates DRNN with IGWO to evaluate nonlinear relationships and overcome local optimization 
challenges during training. The model indicated superior accuracy, with R² = (0,498), lower MSE (0,014), MAE 
(0,078), and RMSE (0,120). The results indicate remarkable predictive gains, but the method assumes data 
quality and efficient feature extraction. Future research could explore more large-scale financial applications 
and adaptive optimization methods. 
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