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Un modelo de predicción del comportamiento de liderazgo intercultural para 
promover prácticas de gestión organizativa y global
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ABSTRACT

In today’s globally interconnected environment, recognizing culturally preferred leadership behaviors is 
dynamic for effective organizational and global management. This research presents a cross-cultural 
leadership behavior prediction model that employs advanced machine learning (ML) techniques to analyze 
and forecast leadership preferences across diverse cultural contexts. The research gathers data from Kaggle, 
comprising 6,945 responses across five countries, to analyze behavioral, demographic, and cultural aspects, 
and employs preprocessing techniques for improved model reliability. The model employs algorithms, such 
as the Scalable Golden Jackal Optimizer-driven Stacked Random Forest (SGO-SRF) to predict and uncover 
patterns in leadership behavior preferences. Cultural indicators and demographic features are analyzed 
using Recursive Feature Elimination (RFE) to identify their impact on these various leadership dimensions. 
The model was primarily applied using a baseline Random Forest (RF), then established through a Stacked RF 
approach, and finally optimized using the proposed hybrid SGO-SRF, which attained the highest performance 
across all evaluation metrics. The hybrid method was implemented in Python and it demonstrated superior 
performance, achieving higher accuracy (92,11 %), F1-scores (88,09 %), precision (81,98 %), and Recall 
(85,19 %). The research reveals that cultural values significantly influence leadership preferences, with long-
term orientation affecting uncertainty tolerance, restraint affecting integration, and entrepreneurial values 
influencing structure, production emphasis, and predictive performance.

Keywords: Cross-Cultural Leadership; Leadership Behavior; Initiation of Structure; Scalable Golden Jackal 
Optimizer-Driven Stacked Random Forest (SGO-SRF).

RESUMEN

En el entorno globalmente interconectado de hoy en día, reconocer los comportamientos de liderazgo preferidos 
culturalmente es fundamental para una gestión organizativa y global eficaz. Esta investigación presenta un 
modelo de predicción del comportamiento de liderazgo intercultural que emplea técnicas avanzadas de 
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aprendizaje automático (ML) para analizar y pronosticar las preferencias de liderazgo en diversos contextos 
culturales. La investigación recopila datos de Kaggle, que comprenden 6945 respuestas de cinco países, 
para analizar aspectos conductuales, demográficos y culturales, y emplea técnicas de preprocesamiento 
para mejorar la fiabilidad del modelo. El modelo emplea algoritmos, como el Stacked Random Forest 
(SGO-SRF) impulsado por el Scalable Golden Jackal Optimizer, para predecir y descubrir patrones en las 
preferencias de comportamiento de liderazgo. Los indicadores culturales y las características demográficas 
se analizan utilizando la eliminación recursiva de características (RFE) para identificar su impacto en estas 
diversas dimensiones del liderazgo. El modelo se aplicó principalmente utilizando un bosque aleatorio 
(RF) de referencia, luego se estableció mediante un enfoque de RF apilado y, finalmente, se optimizó 
utilizando el SGO-SRF híbrido propuesto, que alcanzó el mayor rendimiento en todas las métricas de 
evaluación. El método híbrido se implementó en Python y demostró un rendimiento superior, logrando 
una mayor precisión (92,11 %), puntuaciones F1 (88,09 %), precisión (81,98 %) y recuperación (85,19 
%). La investigación revela que los valores culturales influyen significativamente en las preferencias de 
liderazgo, ya que la orientación a largo plazo afecta a la tolerancia a la incertidumbre, la moderación 
afecta a la integración y los valores emprendedores influyen en la estructura, el énfasis en la producción 
y el rendimiento predictivo.

Palabras clave: Liderazgo Intercultural; Comportamiento de Liderazgo; Iniciación de la Estructura; Bosque 
Aleatorio Apilado Impulsado por el Optimizador Golden Jackal Escalable (SGO-SRF).

INTRODUCTION
A leader plays a key role in organizations by controlling, training, and influencing groups and advances 

motivation through connection rather than submission. While traditional leadership focuses on control and 
competition, modern organizational demands are determined by change and digital transformation that require 
leadership capabilities. Conventional leadership views leadership as the sum of a leader’s performance, often 
overlooking follower dynamics and evolving workplace contexts.(1) The domains of cross-cultural leadership 
and international management indicate that in order to effectively manage external affiliates and motivate 
employees in the nation of destination to achieve organizational objectives; international managers have to adapt 
their leadership behaviors.(2) Behavioral big data, which includes vast datasets on social and human behavior, 
has gained popularity in academia and business for user behavior prediction modeling. Internet companies 
forecast employer behavior for internal use and clients, using this information for targeting, customization, and 
decision-making. Significant predicted behaviors include purchases, churn, engagement, voting decisions, and 
life events for platforms and users.(3) Digital transformation has emerged as a key component of contemporary 
organizations’ strategies. The capacity to lead teams through the complexity and unpredictability that come 
with digital transformation is essential to its success, and leadership is crucial in this situation.(4) Effective 
leadership is crucial for navigating digital transformation, as it guides the adoption of new technologies, fosters 
innovation, and manages organizational complexity.(5)

Research (6) explored the impact of cross-cultural factors on customer engagement (CE) and purchase intention 
in international settings. A conceptual model was developed and validated using data from 432 customers. 
Results show a strong link between cultural variables and CE, significantly affecting purchase decisions. 
However, the research is limited by regional coverage and might not capture global cultural diversity. The 
cross-cultural research (7) that involved 329 corporate employees found the connection between organizational 
excellence and servant leadership is mediated by employee competency. The research discovered that in 
a variety of cultural environments, servant leadership had a favorable effect on organizational outcomes. 
However, the cross-sectional methodology limits the findings and calls for more comprehensive, long-term 
research. Research (8) aims to understand cultural influences in employment interviews, focusing on impression 
management strategies. It connects cultural elements to differences in instant messaging habits, predicting 
cultural distance can lead to mismatches between applicant behavior and interviewer expectations, affecting 
interview performance evaluations. The model emphasizes the need for culturally sensitive hiring practices 
to minimize bias and improve global recruitment fairness. Research (9) explored the link between employee 
behavior and management strategies, highlighting their impact on workforce productivity and economic 
advancement. Artificial neural network (ANN) model to analyze communication, motivation, work satisfaction, 
and involvement. Results show that improved leadership, communication, and teamwork significantly enhance 
employee outcomes, with 70 % prediction accuracy. However, the model’s generalizability might be limited due 
to project-specific parameters and contextual factors.
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Objective
The research intends to develop a predictive model using ML to analyze the effect of cross-cultural and 

demographic factors on leadership behavior preferences for improving global and organizational management 
practices.

Rest of the paper
The research was organized into several sections. Section 1 explains the background and compares various 

kinds of literature relevant to the leadership behavior prediction model. Section 2 demonstrates the methodology. 
Section 3 depicts the results and discussion of the proposed approach. The research was concluded by section 4.

METHOD
An ML-based framework was proposed in the research for predicting leadership behavior preferences using 

cultural and demographic data. Data was sourced from a cross-cultural leadership dataset. Preprocessing was 

utilized to make the gathered data reliable. Feature selection was performed using RFE, and model optimization 
was achieved through the SGO. SRF architecture was employed to enhance prediction accuracy via layered 
ensemble learning. Figure 1 displays the individual flow of the methodology.

Figure 1. The process flow of the proposed technique

Data Collection
The cultural leadership data was gathered from the open-source called Kaggle: https://www.kaggle.com/

datasets/zoya77/global-cultural-leadership-insights-dataset. The dataset examines cross-cultural leadership 
behavior in five countries. It includes responses from 6,945 people, examining how cultural and individual 
characteristics affect leadership standards. The dataset evaluates six main characteristics of leadership behavior. 
This information aids in designing culturally sensitive leadership strategies for multinational corporations, 
enhancing their effectiveness.

Data preprocessing using Z-score normalization
To ensure consistency in feature scale and eliminate the influence of unit differences across variables, Z-score 

normalization was applied to the numerical attributes. This step is crucial for improving the performance of 
algorithms like SGO-SRF to predict the leadership behavior by eliminating unit-based variance across input 
variables. This technique standardizes each feature by centering its values on the mean and scaling based on 
the standard deviation. The transformation is expressed in equation (1).

𝑍𝑍 = 𝑦𝑦−𝜇𝜇
𝜎𝜎    (1) 

 

𝑚𝑚𝑗𝑗𝑗𝑗 = 𝑥𝑥𝑗𝑗𝐷𝐷𝑗𝑗 − 𝑥𝑥𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑗𝑗)𝐷𝐷𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑗𝑗) − 𝑥𝑥𝑟𝑟𝑗𝑗𝑟𝑟ℎ𝑙𝑙(𝑗𝑗)𝐷𝐷𝑟𝑟𝑗𝑗𝑟𝑟ℎ𝑙𝑙(𝑗𝑗)  (2) 

 

𝑝𝑝𝑘𝑘(𝑦𝑦) =
1
𝑆𝑆 ∑

𝑆𝑆
𝑠𝑠=1 𝑝𝑝𝑠𝑠(𝑘𝑘)(𝑦𝑦)  (3) 

 

𝑤𝑤(𝑘𝑘) = [𝑤𝑤, 𝑝𝑝𝑘𝑘−1(𝑦𝑦)]             (4) 
 

𝑊𝑊(𝑠𝑠 + 1)𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑙𝑙𝑗𝑗𝑙𝑙𝑀𝑀 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆   (𝑊𝑊1(𝑠𝑠)+𝑊𝑊2(𝑠𝑠)
2 )              (5) 

 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = {𝑠𝑠𝑠𝑠𝑠𝑠 sin⁡ (𝑋𝑋𝑠𝑠1 − 𝑋𝑋𝑠𝑠2 ∗ (
𝑠𝑠

𝑆𝑆⁡𝑚𝑚𝑆𝑆𝑥𝑥))⁡ 

𝑠𝑠𝑖𝑖⁡𝑅𝑅𝐷𝐷 < 0.5⁡ 𝑆𝑆𝑐𝑐𝑠𝑠 cos (𝑋𝑋𝑠𝑠1 − 𝑋𝑋𝑠𝑠2 ∗ (
𝑠𝑠

𝑆𝑆⁡𝑚𝑚𝑚𝑚𝑚𝑚))⁡                 (6) 

𝑠𝑠𝑖𝑖⁡𝑅𝑅𝐷𝐷 ≥ 0.5⁡⁡    
 
 

Where is the original value, μ represents the mean of the feature and the standard deviation is represented 
as σ. This normalization makes all features and assists in overcoming the convergence as well as bias in training. 
It computes particularly well when being applied to the implemented SGO-SRF method, which is sensitive 
to magnitudes of features that can easily recognize the cross-cultural behavior, with ensemble models and 
optimization-driven frameworks adopted in the research.
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Feature Extraction based on Recursive Feature Elimination (RFE)
The process of identifying and selecting relevant variables from raw data that contribute meaningfully to 

model predictions is termed feature extraction. RFE is applied in the research to remove methodically several 
input features and retain only those most significant in predicting leadership behavior preferences. In this 
research, RF is used as the base learner within RFE due to its robustness in handling complex, high-dimensional 
datasets and its ability to rank feature importance. Equation (2) provides the importance of a given node  
within a decision tree.
𝑍𝑍 = 𝑦𝑦−𝜇𝜇

𝜎𝜎    (1) 

 

𝑚𝑚𝑗𝑗𝑗𝑗 = 𝑥𝑥𝑗𝑗𝐷𝐷𝑗𝑗 − 𝑥𝑥𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑗𝑗)𝐷𝐷𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑗𝑗) − 𝑥𝑥𝑟𝑟𝑗𝑗𝑟𝑟ℎ𝑙𝑙(𝑗𝑗)𝐷𝐷𝑟𝑟𝑗𝑗𝑟𝑟ℎ𝑙𝑙(𝑗𝑗)  (2) 

 

𝑝𝑝𝑘𝑘(𝑦𝑦) =
1
𝑆𝑆 ∑

𝑆𝑆
𝑠𝑠=1 𝑝𝑝𝑠𝑠(𝑘𝑘)(𝑦𝑦)  (3) 

 

𝑤𝑤(𝑘𝑘) = [𝑤𝑤, 𝑝𝑝𝑘𝑘−1(𝑦𝑦)]             (4) 
 

𝑊𝑊(𝑠𝑠 + 1)𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑙𝑙𝑗𝑗𝑙𝑙𝑀𝑀 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆   (𝑊𝑊1(𝑠𝑠)+𝑊𝑊2(𝑠𝑠)
2 )              (5) 

 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = {𝑠𝑠𝑠𝑠𝑠𝑠 sin⁡ (𝑋𝑋𝑠𝑠1 − 𝑋𝑋𝑠𝑠2 ∗ (
𝑠𝑠

𝑆𝑆⁡𝑚𝑚𝑆𝑆𝑥𝑥))⁡ 

𝑠𝑠𝑖𝑖⁡𝑅𝑅𝐷𝐷 < 0.5⁡ 𝑆𝑆𝑐𝑐𝑠𝑠 cos (𝑋𝑋𝑠𝑠1 − 𝑋𝑋𝑠𝑠2 ∗ (
𝑠𝑠

𝑆𝑆⁡𝑚𝑚𝑚𝑚𝑚𝑚))⁡                 (6) 

𝑠𝑠𝑖𝑖⁡𝑅𝑅𝐷𝐷 ≥ 0.5⁡⁡    
 
 

Where mji is the importance score of nodes i; xi denotes the weighted number of samples reaching node 
i; Di represents the impurity of node i; and left(i), right(i) are the left and right child nodes, respectively. 
This formulation helps quantify how much each feature contributes to reducing impurity, thereby guiding the 
recursive elimination process. By selecting features with the highest cumulative importance, RFE enhances the 
model’s ability to generalize across culturally diverse leadership data.

Scalable Golden Jackal Optimizer-driven Stacked Random Forest (SGO-SRF)
The SGO method, a combination of meta-heuristic optimization and ensemble method, is used to drive SRF, 

enhancing accuracy and decision-making. Its adaptive search dynamics help to find the best feature weighting 
and model setting, making it suitable for complex prediction activities like modeling cross-cultural leadership 
behavior. The stacked structure integrates several RF for amplified decision robustness.

Stacked Random Forest (SRF)
An ensemble-based approach, RF incorporates various decision trees trained on different subsets of data and 

features to develop prediction robustness. While single trees might overfit in complex or imbalanced datasets, 
RF reduces variance and enhances generalization through randomized training. In this research, an SRF model 
is used, where outputs from each RF layer serve as inputs to the next. This stacking mechanism permits 
the system to improve earlier predictions by capturing hidden patterns and addressing uncertainty, thereby 
enhancing the accuracy of leadership behavior classification.

Leadership Behavior Prediction Using Ensemble Learning
The research intends to predict leadership behavior preferences relying on cross-cultural and demographic 

data. A large ensemble model (SRF) is used to manage high-dimensionality, decrease overfitting, and enhance 
the reliability of predictions. The model is constructed sequentially with layers of RF classifiers with the output 
of one as the input to another one. Equation (3) represents that a prediction made by a single SRF at a level  is 
averaged over all the trees in a particular layer.

𝑍𝑍 = 𝑦𝑦−𝜇𝜇
𝜎𝜎    (1) 

 

𝑚𝑚𝑗𝑗𝑗𝑗 = 𝑥𝑥𝑗𝑗𝐷𝐷𝑗𝑗 − 𝑥𝑥𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑗𝑗)𝐷𝐷𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑗𝑗) − 𝑥𝑥𝑟𝑟𝑗𝑗𝑟𝑟ℎ𝑙𝑙(𝑗𝑗)𝐷𝐷𝑟𝑟𝑗𝑗𝑟𝑟ℎ𝑙𝑙(𝑗𝑗)  (2) 

 

𝑝𝑝𝑘𝑘(𝑦𝑦) =
1
𝑆𝑆 ∑

𝑆𝑆
𝑠𝑠=1 𝑝𝑝𝑠𝑠(𝑘𝑘)(𝑦𝑦)  (3) 

 

𝑤𝑤(𝑘𝑘) = [𝑤𝑤, 𝑝𝑝𝑘𝑘−1(𝑦𝑦)]             (4) 
 

𝑊𝑊(𝑠𝑠 + 1)𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑙𝑙𝑗𝑗𝑙𝑙𝑀𝑀 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆   (𝑊𝑊1(𝑠𝑠)+𝑊𝑊2(𝑠𝑠)
2 )              (5) 

 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = {𝑠𝑠𝑠𝑠𝑠𝑠 sin⁡ (𝑋𝑋𝑠𝑠1 − 𝑋𝑋𝑠𝑠2 ∗ (
𝑠𝑠

𝑆𝑆⁡𝑚𝑚𝑆𝑆𝑥𝑥))⁡ 

𝑠𝑠𝑖𝑖⁡𝑅𝑅𝐷𝐷 < 0.5⁡ 𝑆𝑆𝑐𝑐𝑠𝑠 cos (𝑋𝑋𝑠𝑠1 − 𝑋𝑋𝑠𝑠2 ∗ (
𝑠𝑠

𝑆𝑆⁡𝑚𝑚𝑚𝑚𝑚𝑚))⁡                 (6) 

𝑠𝑠𝑖𝑖⁡𝑅𝑅𝐷𝐷 ≥ 0.5⁡⁡    
 
 

This equation computes the probability that the input sample y belongs to class y, based on the ensemble 
output of S trees at level k.

Stacking and Feature Enhancement Across Layers
Stacked learning allows the model to carry forward not only the original input data but also the predicted 

class probabilities from previous layers. This enables the next level to learn from the prediction confidence 
of earlier layers, thereby improving semantic understanding and reducing misclassification in closely related 
leadership traits. At each subsequent level, the feature vector is augmented that was represented in equation 4.

𝑍𝑍 = 𝑦𝑦−𝜇𝜇
𝜎𝜎    (1) 

 

𝑚𝑚𝑗𝑗𝑗𝑗 = 𝑥𝑥𝑗𝑗𝐷𝐷𝑗𝑗 − 𝑥𝑥𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑗𝑗)𝐷𝐷𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑗𝑗) − 𝑥𝑥𝑟𝑟𝑗𝑗𝑟𝑟ℎ𝑙𝑙(𝑗𝑗)𝐷𝐷𝑟𝑟𝑗𝑗𝑟𝑟ℎ𝑙𝑙(𝑗𝑗)  (2) 

 

𝑝𝑝𝑘𝑘(𝑦𝑦) =
1
𝑆𝑆 ∑

𝑆𝑆
𝑠𝑠=1 𝑝𝑝𝑠𝑠(𝑘𝑘)(𝑦𝑦)  (3) 

 

𝑤𝑤(𝑘𝑘) = [𝑤𝑤, 𝑝𝑝𝑘𝑘−1(𝑦𝑦)]             (4) 
 

𝑊𝑊(𝑠𝑠 + 1)𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑙𝑙𝑗𝑗𝑙𝑙𝑀𝑀 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆   (𝑊𝑊1(𝑠𝑠)+𝑊𝑊2(𝑠𝑠)
2 )              (5) 

 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = {𝑠𝑠𝑠𝑠𝑠𝑠 sin⁡ (𝑋𝑋𝑠𝑠1 − 𝑋𝑋𝑠𝑠2 ∗ (
𝑠𝑠

𝑆𝑆⁡𝑚𝑚𝑆𝑆𝑥𝑥))⁡ 

𝑠𝑠𝑖𝑖⁡𝑅𝑅𝐷𝐷 < 0.5⁡ 𝑆𝑆𝑐𝑐𝑠𝑠 cos (𝑋𝑋𝑠𝑠1 − 𝑋𝑋𝑠𝑠2 ∗ (
𝑠𝑠

𝑆𝑆⁡𝑚𝑚𝑚𝑚𝑚𝑚))⁡                 (6) 

𝑠𝑠𝑖𝑖⁡𝑅𝑅𝐷𝐷 ≥ 0.5⁡⁡    
 
 

Here, the new input wk includes both the original features and the class probability vector from the 
previous level. The model uses SRF architecture to distinguish subtle behavioral differences across cultures. 
It passes through all k stacking levels and selects the class with the highest posterior probability, resulting in 
the leadership behavior class with the highest probability. This approach leverages diversity of RF and depth 
of stacked generalization for accurate, culturally sensitive predictions, making it ideal for modeling nuanced 
leadership behavior patterns in cross-cultural contexts.
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Scalable Golden Jackal Optimization for Leadership Behaviour Prediction 
The Golden Jackal Optimization (GJO) algorithm, inspired by golden jackal cooperative hunting, consists of 

stages of prey probing, encircling, and attacking. However, the initial version is unstable due to random jackal 
positions, causing suboptimal exploration and decreased predictive performance. The SGO dynamically scales 
step sizes during early search. This enhances feature selection and model parameter adjustment for culturally 
diverse data sets. The updated position of jackals in the SGO is calculated using equation (5).

𝑍𝑍 = 𝑦𝑦−𝜇𝜇
𝜎𝜎    (1) 

 

𝑚𝑚𝑗𝑗𝑗𝑗 = 𝑥𝑥𝑗𝑗𝐷𝐷𝑗𝑗 − 𝑥𝑥𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑗𝑗)𝐷𝐷𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑗𝑗) − 𝑥𝑥𝑟𝑟𝑗𝑗𝑟𝑟ℎ𝑙𝑙(𝑗𝑗)𝐷𝐷𝑟𝑟𝑗𝑗𝑟𝑟ℎ𝑙𝑙(𝑗𝑗)  (2) 

 

𝑝𝑝𝑘𝑘(𝑦𝑦) =
1
𝑆𝑆 ∑

𝑆𝑆
𝑠𝑠=1 𝑝𝑝𝑠𝑠(𝑘𝑘)(𝑦𝑦)  (3) 

 

𝑤𝑤(𝑘𝑘) = [𝑤𝑤, 𝑝𝑝𝑘𝑘−1(𝑦𝑦)]             (4) 
 

𝑊𝑊(𝑠𝑠 + 1)𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑙𝑙𝑗𝑗𝑙𝑙𝑀𝑀 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆   (𝑊𝑊1(𝑠𝑠)+𝑊𝑊2(𝑠𝑠)
2 )              (5) 

 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = {𝑠𝑠𝑠𝑠𝑠𝑠 sin⁡ (𝑋𝑋𝑠𝑠1 − 𝑋𝑋𝑠𝑠2 ∗ (
𝑠𝑠

𝑆𝑆⁡𝑚𝑚𝑆𝑆𝑥𝑥))⁡ 

𝑠𝑠𝑖𝑖⁡𝑅𝑅𝐷𝐷 < 0.5⁡ 𝑆𝑆𝑐𝑐𝑠𝑠 cos (𝑋𝑋𝑠𝑠1 − 𝑋𝑋𝑠𝑠2 ∗ (
𝑠𝑠

𝑆𝑆⁡𝑚𝑚𝑚𝑚𝑚𝑚))⁡                 (6) 

𝑠𝑠𝑖𝑖⁡𝑅𝑅𝐷𝐷 ≥ 0.5⁡⁡    
 
 

Where the Sine Cosine Adaptive Scaling Factor (ScaSF) is defined in equation (6).
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𝑝𝑝𝑘𝑘(𝑦𝑦) =
1
𝑆𝑆 ∑

𝑆𝑆
𝑠𝑠=1 𝑝𝑝𝑠𝑠(𝑘𝑘)(𝑦𝑦)  (3) 

 

𝑤𝑤(𝑘𝑘) = [𝑤𝑤, 𝑝𝑝𝑘𝑘−1(𝑦𝑦)]             (4) 
 

𝑊𝑊(𝑠𝑠 + 1)𝑀𝑀𝑀𝑀𝑀𝑀𝑗𝑗𝑙𝑙𝑗𝑗𝑙𝑙𝑀𝑀 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆   (𝑊𝑊1(𝑠𝑠)+𝑊𝑊2(𝑠𝑠)
2 )              (5) 

 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = {𝑠𝑠𝑠𝑠𝑠𝑠 sin⁡ (𝑋𝑋𝑠𝑠1 − 𝑋𝑋𝑠𝑠2 ∗ (
𝑠𝑠

𝑆𝑆⁡𝑚𝑚𝑆𝑆𝑥𝑥))⁡ 

𝑠𝑠𝑖𝑖⁡𝑅𝑅𝐷𝐷 < 0.5⁡ 𝑆𝑆𝑐𝑐𝑠𝑠 cos (𝑋𝑋𝑠𝑠1 − 𝑋𝑋𝑠𝑠2 ∗ (
𝑠𝑠

𝑆𝑆⁡𝑚𝑚𝑚𝑚𝑚𝑚))⁡                 (6) 

𝑠𝑠𝑖𝑖⁡𝑅𝑅𝐷𝐷 ≥ 0.5⁡⁡    
 
 Here, RD is a random number in [0, 1]. s is the current iteration. S max is the maximum number of iterations 

and Xs1 and Xs2 are weighting factors chosen based on empirical testing through experimentation, the best 
convergence performance was achieved. The proposed SGO-SRF hybrid model improves leadership behavior 
prediction accuracy across different cultural and demographic groups by combining adaptive optimization 
potentials of SGO and strong ensemble power of SRF. This enhances feature selection and forecasting accuracy 
in culturally diverse datasets, proving at generalization and reliability of cross-cultural leadership behavior 
prediction.

RESULTS AND DISCUSSION
This section presents the experimental outcomes of the proposed leadership behavior prediction model 

and evaluates its effectiveness using python through comparative analysis. The performance of three models, 
RF, SRF, and the proposed SGO-SRF is assessed using key classification metrics. The results intend to validate 
the improvement achieved through recursive feature selection, meta-heuristic optimization, and ensemble 
stacking techniques.(10,11)

Model Evaluation and Feature Correlation Analysis
The model for predicting leadership behavior was tested using a confusion matrix, which classified leadership 

styles into four categories: Laissez-Faire, Supportive, Transactional, and Transformational. Additionally, a heat 
map was created based on the correlation between cultural dimensions, demographic characteristics, and 
leadership behavior variables from the cultural behavior prediction dataset.(12,13)

Figure 2. Graphical Representation of (a) Confusion Matrix, (b) Correlation Matrix
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The model accurately identified Supportive and Transformational leadership, as shown in figure 2(a). The 
correlation heatmap in figure 2(b) shows strong positive correlations between cultural dimensions like Long-
Term Orientation, Power Distance, and leadership behaviors like Initiation of Structure and Production Emphasis, 
highlighting the interconnection between input features.(14,15)

Discriminative Power Analysis Using ROC, Precision-Recall, and DET Curves
To further prove the adequacy of the proposed SGO-SRF model, several evaluation curves were used: Receiver 

Operating Characteristic (ROC), Precision-Recall (PR), and Detection Error Tradeoff (DET). These measures give 
a clear view of the overall modeling power of the model on all four classes of leadership behaviors.(16,17)

Figure 3. Graphical Representation of (a) ROC Curve (b) Precision-Recall Curve (c) DET Curve across all classes

Figure 3 presents the ROC, PR, and DET curves obtained using a One-vs-Rest classification strategy. The 
model’s ROC curves show high AUC values for all classes, indicating excellent discriminatory capability. The 
Precision-Recall curve confirms robustness, especially in handling imbalanced distributions. Transformational 
leadership shows the strongest separation from other classes. The DET curve reveals a trade-off between false 
positive and false negative rates.(18,19)

Leadership Style Trait Profiling 
Based on the six key characteristics, differences between leadership styles are examined across specific 

behavioral dimensions. Such visualization helps in profile each leadership style in terms of behavioral inclinations 
and preferred actions. Figure 4 shows a radical-based representation of the trait profiling.(20,21)

Figure 4. Illustration of average scores for six key leadership traits
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Figure 4 shows four leadership traits: Supportive, Transformational, Transactional, and Laissez-Faire. 
Transformational leadership is highest in Consideration, Integration, Tolerance of Uncertainty, and Role 
Assumption, demonstrating strong interpersonal and strategic abilities. Supportive leadership is high in 
Consideration, Integration, and Tolerance of Uncertainty but slightly low in Transformational. Transactional 
leadership is moderate and less flexible. Laissez-Faire leadership can help in leadership training and culture 
flexibility training.(22,23)

Evaluation Metrics
A comparison of the proposed SGO-SRF model in predicting leadership behavior was compared between RF 

and SRF models to determine their effectiveness. Research is conducted regarding four important classification 
parameters, namely Accuracy, Precision, Recall, and F1-Score. The metrics give an overarching sense of model 
performance as regards the correctness and reliability of classification. Table 1 and figure 5 illustrate the 
results received to conclude the enhanced performance.(24)

Table 1. Performance comparison of metrics over methods

Metrics Accuracy (%) Precision (%) Recall (%) F1-Score (%)

RF 92,15 91,69 92,48 90,21

SRF 93,56 92,89 93,02 91,83

SGO-SRF (Proposed) 95,11 94,08 94,67 93,26

Figure 5. Graphical Representation of metrics evaluation performance

The findings indicate that the suggested SGO-SRF model is superior compared to both RF and SRF in all 
measures. It attains the best results in accuracy (95,11 %), precision (94,08 %), recall (94,67 %), and F1-score 
(93,26 %), meaning better generalization and class discrimination performance. The addition of ScaSF to the 
GJO procedure improves predictive stability on culturally diverse output datasets, enhancing its usefulness in 
leadership data. The proposed SGO-SRF model addresses limitations in RF and SRF approaches, such as limited 
feature handling, poor generalization, and insufficient sensitivity to cultural variability. It uses recursive feature 
elimination and meta-heuristic optimization to select impactful features, enhancing prediction stability and 
accuracy, and capturing complex relationships in cross-cultural datasets.(25)

CONCLUSIONS
Despite growing global integration, predicting culturally aligned leadership behavior remains challenging due 

to the complexity and variability of demographic and cultural factors. This research intends to develop a robust 
prediction framework that captures cross-cultural leadership preferences using ML. Specifically, the objective 
is to improve prediction accuracy and feature relevance by integrating optimization and ensemble learning 
techniques. Effective cross-cultural leadership modeling is vital for global management and organizational 
success. This research achieved significant improvements using the proposed SGO-SRF model, with accuracy 
reaching 95,11 %, precision at 94,08 %, recall at 94,67 %, and F1-score 93,26 %. However, the research is limited 
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to static, questionnaire-based data from five cultural regions, which cannot fully capture dynamic behavioral 
shifts. Future research should combine real-time data streams, expand cultural diversity, and explore hybrid 
learning frameworks to further enhance generalization and applicability in global HR and leadership analytics.
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